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Despite the significant progress of Deep Learning models on the image classification task, it still needs en-
hancements for the Human Action Recognition task. In this work, we propose to extract horizontal and verti-
cal Visual Rhythms as well as their data augmentations as video features. The data augmentation is driven by
crops extracted from the symmetric extension of the time dimension, preserving the video frame rate, which
is essential to keep motion patterns. The crops provide a 2D representation of the video volume matching
the fixed input size of a 2D Convolutional Neural Network. In addition, multiple crops with stride guarantee
coverage of the entire video. We verified that the combination of horizontal and vertical directions leads do
better results than previous methods. A multi-stream strategy combining RGB and Optical Flow information
is modified to include the additional spatiotemporal streams: one for the horizontal Symmetrically Extended
Visual Rhythm (SEVR), and another for the vertical one. Results show that our method achieves accuracy
rates close to the state of the art on the challenging UCF101 and HMDBS1 datasets. Furthermore, we assessed
the impact of data augmentations methods for Human Action Recognition and verified an increase of 10% for

the UCF101 dataset.

1 INTRODUCTION

In the last years, revolutionary advances were
accomplished in the Computer Vision field. This
progress is due to the development of Deep Learn-
ing (DL) methods, driven by the technological en-
hancements of GPU. The major DL breakthrough
was the Convolutional Neural Network (CNN) archi-
tecture and many architectures for image classifica-
tion were developed. All of them benefited from the
emergence of large image datasets, such as ImageNet
(Deng et al., 2009). A natural consequence of this
success was the exploitation of these achievements in
the field of video classification. In this domain, the
problem of Human Action Recognition (HAR) con-
sists in recognizing the main action being represented
by a person along a video. A solution to this problem
is crucial to automate many tasks and it has outstand-
ing applications: video retrieval, intelligent surveil-
lance and autonomous driving (Kong and Fu, 2018).

In most datasets, the actions are simplistic, last-

ing for only a few seconds. However, due to scene
dynamics, the challenge of HAR relies on detect-
ing the action under different viewpoints, light condi-
tions, pose orientations and in spite of significant dif-
ferences in manner and speed that a video can present.

This work presents a method for HAR taking ad-
vantage of a DL architecture for classification. We
propose the usage of VR (Ngo et al., 1999; Concha
et al., 2018) obtained from two directions: horizon-
tal and vertical. The VR is a 2D video representa-
tion which combines 1D RGB information varying
over time. The specific feature used in this work to
classify videos is called Symmetric Extended Visual
Rhythm (SEVR). We propose to use horizontal and
vertical SEVRSs in conjunction, instead of only using
the horizontal (Tacon et al., 2019). The two VRs are
combined to increase the performance. The results
corroborate for the usage of the combination of the
two directions instead of choosing the best direction
as proposed by (Concha et al., 2018).

Furthermore, we assess the employment of con-



ventional data augmentation for image classification
in the context of HAR with VR. We show that the
usage of classic data augmentation methods (zoom
and horizontal and vertical flips) together with spe-
cific data augmentation for video (symmetric exten-
sion) increase the UCF101 dataset accuracy by 10%.
Moreover, the VRs were combined with RGB images
and Optical Flow (OF) in a multi-stream architecture
to achieve competitive results.

The main contributions of this work are: the
extension of the concepts of the Weighted Visual
Rhythm (WVR) and Symmetrically Extended Visual
Rhythm (SEVR) to the vertical direction of the spa-
tial dimension of videos, the combination of vertical
and horizontal SEVR to other streams to form a four-
stream architecture, and an ablation study about the
impact of data augmentation methods for HAR. Ex-
periments were performed on two well-known chal-
lenging datasets, HMDBS51 and UCF101, to evaluate
our method.

2 RELATED WORK

The recent approaches to learning automatic fea-
tures are mostly based on DL architectures. They can
be viewed as single or multi-stream models. Since the
success of the AlexNet (Krizhevsky et al., 2012) in
the image classification problem, CNNs have become
state of the art for this task. Since the 3D counterpart
of an image is a video, the emergence of methods us-
ing 3D CNNs to address the video classification prob-
lem was a natural consequence. However, the transi-
tion from 2D to 3D CNNs implies an exponential in-
crease of parameters, making the network more prone
to overfitting. A successful architecture based on a
3D-like method is the Two-Stream Inflated 3D Con-
vNet (I3D) (Carreira and Zisserman, 2017). The Two-
Stream I3D was built upon on the inflation of CNNs
by the expansion of kernels to a 3D space, making the
network capable of learning spatiotemporal features.
The main contribution of that work was the transfer
learning from pre-training on both ImageNet (Deng
et al., 2009) and a larger HAR dataset named Kinet-
ics.

Simonyan and Zisserman (Simonyan and Zisser-
man, 2014) proposed to exploit and merge multiple
features in a multi-stream method. They used RGB
and Optical Flow (OF). The RGB representation is
basically the usage of one colored frame to represent
the whole video sample. The OF is a method for es-
timating and quantifying a pixel motion between sub-
sequent frames (Zach et al., 2007). Essentially, the
OF is a 2D displacement vector of the apparent ve-

locities of brightness patterns in an image (Horn and
Schunck, 1981). As a major contribution, they pro-
posed to stack the OF from ten consecutive frames.
Since the horizontal and vertical components of the
OF vector fields were computed individually, the em-
ployed CNN architecture was modified to have an in-
put layer with 20 channels (224 x 224 x 20). The tem-
poral stream by itself outperformed the spatial one,
which conferred importance to the specific motion in-
formation.

Since the two-stream method achieved state of the
art results, recent works have proposed to explore 2D
representations of videos to use image-based CNNs
for the HAR problem. Wang et al. (Wang et al.,,
2015b) used the ten frame approach to train a tempo-
ral network. They observed that the usage of the Ima-
geNet dataset (Deng et al., 2009) to pre-train the tem-
poral stream could increase its performance. Their
improved temporal stream is used in our work.

Derived from the OF definition, the Optical Flow
guided Feature (OFF), introduced by (Sun et al.,
2018), aimed to represent compactly the motion for
video action recognition. This method consisted of
applying the OF concepts to the difference of feature
maps of consecutive frames. One of the main pur-
poses of this work was to avoid the expensive run-
time in the classical OF computation. However, it
only achieved state of the art comparable results when
combined with a temporal stream based on the OF.

Multi-stream methods have the problem of not al-
lowing communication between the streams. This
lack of interaction hinders the models from learn-
ing spatiotemporal features (Kong and Fu, 2018).
Choutas et al. (Choutas et al., 2018) proposed a rep-
resentation, named Pose moTion (PoTion), to encode
motion of some video key points. In every frame, heat
maps for human joints were acquired by human pose
estimation. The heat maps were summed to obtain the
final PoTion representation, with the same dimension
of a frame. This representation is the input of a shal-
lower CNN that predicts the final class. The PoTion
representation alone was not able to achieve good re-
sults. However, combined with the Two-Stream 13D
ConvNet (Carreira and Zisserman, 2017), it slightly
improved the state of the art accuracy on the UCF101
dataset.

In the context of multi-stream video classifica-
tion, data augmentation is often applied to the spatial
stream inputs. At the training phase of the two-stream
method, a randomly selected frame was rescaled to
have the smallest dimension equals to 256. From this
frame, a sub-image matching the employed network
input dimension was randomly cropped and trans-
formed in several ways. Wang et al. (Wang et al.,
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Figure 1: Final multi-stream architecture. The training of each stream is performed individually, and a weighted sum of the
feature maps determines a descriptor utilized in the final classification.

2015b) also proposed a multi-scale cropping method.
It consisted of resizing the frame to 256 x 340 and
randomly sampling from specific positions. After
that, the crop was rescaled to match the network in-
put dimension. These data augmentation methods
showed to be helpful to avoid overfitting.

3 PROPOSED METHOD

The proposed method consists of combining two
VRs, extracted from distinct directions, with other
two streams that operate with RGB frames and OF.
To this end, we use the WVR and its augmentation
driven by the symmetric extension as new spatiotem-
poral streams. The streams are combined in a multi-
stream architecture illustrated in Figure 1, where the
WVR instances are depicted in purple.

3.1 Weighted Visual Rhythm

The horizontal Visual Rhythm WVR, is defined as:
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Rhythm and g(s;s) = ¢ 5 is the weighting function
that decays as the video embedded planes goes far
from the reference row y.
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Figure 2: Vertical WVR of a sample video of the biking
class from the UCF101 dataset: x is the middle column and
Sy is equal to 33.

The vertical Visual Rhythm WVR, can be defined
in the same way:

w

WVR, = VRp, -g(c—x;S;)

=1,
#
w

gle—x8) 2

c=1
where x is the 2reference column of the vertical VR and

g(s;s) = ¢ 5 is the weighting function that in this
case decays as the other VRs get farther from the ref-
erence column x. Thus, the WVRs used in the present
work are defined by two parameters: the reference
row y and standard deviation Sy, for the horizontal
version; and the reference column x and standard de-
viation Sy, for the vertical one. In practice, some sim-
plifications are adopted. An interval y £ d, is defined
from s, such that outer rows have zero weight. Fur-
thermore, to make the parameter y invariant to video



