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Abstract—This work presents an approach for object removal
in photos without a post-processing step, that is, at the moment
the picture is taken, based on a marker guided selection of a
region of the image and the application of an inpainting algorithm
over this selection, in order to give a realistic look. Our results
show that the proposal is feasible and promising, being capable
of producing realistic pictures on successful cases, although its
clear limitations.

I. INTRODUCTION

Diminished Reality is the opposite of Augmented Reality,
aiming to remove aspects of the reality around the observer.
Object removal is a common diminished reality task, allowing
a user to perceive that a desired object is not visually there
anymore.

In this paper, we propose an application that allows the user
to take a picture, selecting an area with a marker and removing
the content behind the selected region without any post-
processing, filling the region realistically. Such application
can be useful when one desires to take a picture with a
digital camera and remove something immediately, like an
undesirable person on a picture, or a stain on someone’s
clothes, for example. This technique can also be used on
optical head-mounted displays, which seem will soon become
more popular.

Two main techniques are used, first the identification and
tracking of a selection marker, and second the process of filling
in the selected region, through an image completion method.
Both are further detailed in next sections.

A. Related Works

Several types of methods for tracking hands or objects
exists in the literature. These may include bare-hand tracking,
like the system presented by Stenger et al. [1], that yields
good results, at the cost of a non-interactive system. A real-
time approach was made by Schlattman et al. [2], that requires
a setup of three cameras. This setup is, however, unfeasible in
our application. The region selection step of our work relates
to Mistry et al.’s [3], [4], since it is based on a camera tracking
some color markers.

As for the image completion step, it consists in filling a
missing region of an image in a way an observer does not
perceive the change. It is a well explored problem and the
literature has some good approaches. Bertalmio’s inpainting
[5] was the first solution for image completion problem. This
approach used the concept of continuity of the isophote lines
and a diffusion process to fill in missing areas on an image.
This approach yielded good results on line completion, being

feasible for applications like restoration of old pictures with
small corrupted lines. Telea et al [6] propose a technique based
on a fast marching method, which achieves similar results in
a much smaller time. The main limitation of both methods is
their inability to deal with texture propagation, which becomes
evident in larger regions.

Criminisi et al. [7] propose an algorithm to image com-
pletion using a patch-based technique, which uses texture
synthesis and inpainting to enhance the quality of the output.
Wexler et al [8] applied some concepts of patch-based methods
to videos. It is an important step towards diminished reality,
even though is was not their goal, attempting to hide an object
in a video stream. The downside, on the other hand, is the time
constraint, turning impossible to run in real-time. Barnes et al.
[9] proposed the PatchMatch, also based on patch techniques,
as the name suggests. One of its possible applications is image
completion, which uses an approximated nearest-neighbor field
to estimate the correspondences between the missing area
and patches on the rest of the image. Herling et al. [10]
propose an improvement on the PatchMatch, to achieve real-
time capabilities on image completion on video. Although a
good approach, it is focused on a recorded video, being a
different problem than ours. We use the PatchMatch, due to
its good capabilities as an image completion algorithm.

II. PROPOSED METHOD

An intuitive way to point out something is using our
fingers, our system is based on this concept. When one wishes
to take a picture and there is something undesirable on the
scene, he can point it out, select its surroundings and save the
picture without this region in a realistic way. To make things
simpler, the selection of the region is made using a colorful
object, such a way it highlights from the background. This is a
simpler and faster approach than, for example, hand detection
techniques, and the marker object can be customizable.

The proposed system is then based on two main techniques:
marker tracking and filling the selected region using an image
completion algorithm. For the rest of this paper, we consider
a picture as a frame extracted from a video camera stream.

A. Object Selection

The selection is made using any colorful object, as previ-
ously stated, whose color is known in the HSV spectrum. This
color can be obtained in an optional calibration step, where the
user selects a region containing the marker and it automatically
determines its HSV values. HSV color system is suitable,
since the Hue channel is less sensitive to brightness change, a



Fig. 1: The setup of the camera and the marker.

common problem in computer vision applications. This way,
every frame is converted to HSV and is filtered, removing
pixels outside of a threshold interval t. The resulting pixels
are binarized, that is, pixels whose color is close to the object
are considered correct pixels and have value 1, otherwise, their
value is 0. This procedure is equivalent to apply a band-pass
filter.

The binary image can still have noisy points, due to camera
refresh rate, which makes the selection process unstable. In
order to reduce the noise on the process, and therefore, improve
the stability of the detected object, a morphology process is
applied, dilating twice and then eroding the image.

Fig. 2: Original frame and binary frame.

The selection point is set as the centroid of the correct
pixels, so it is subject of variations of number of correct pixels,
i.e., when the number is too small, its position will be too
unstable. To reduce this instability, the selection point at a
given frame ci is a weighting of the previous point ci−1 and
the current centroid of correct pixels.

A start button and a finish button control when the selection
begins and ends, respectively. Since the method is based on
tracking a marker, moving the camera when the marker is seen
will cause an apparent movement of the marker, thus producing

a rough selection area. This way, the user must be careful when
using the system.

B. PatchMatch

The inpainting technique used on this work is based
on PatchMatch [9] structural image editing technique. This
technique is based on the estimation of an approximate nearest
neighbor field, which contains a coarse estimative of corre-
spondence between pixels of two sets. The improvement over
previous techniques is the change of the search space: instead
of pixels, the method searches for offsets that applied to pixels
lead to good correspondences.

The Nearest-Neighbor estimation initializes the offsets ran-
domly and looks in its neighborhood for offset values which
minimizes the difference between the pixel and its correspon-
dent patch, propagating good matches. This is combined to
a random search step, which looks into random patches on a
fixed radius for good offsets, aiming to make guesses that, if
good, can be propagated on the following iterations.

When the algorithm is used to image completion the search
domain is the original image, and it aims to minimize a
distance functional containing a completeness term, which
ensures that information from the input is not lost on the
process, and a coherence term, which penalizes the creation
of artifacts. We use the algorithm to fill the selected region
with patches from the rest of the image. Since the PatchMatch
tends to create a smooth filling, the result is usually realistic.

The minimization of this functional is given by an
Expectation-Maximization algorithm, and in order to avoid
local minima, the process starts in a lower resolution and
is gradually upsampled until the dimensions of the image
are reached. The computational complexity of the process
is proportional to the size of the selected region and to the
number of scales used.

III. RESULTS

In our experiments we used a green marker, shown in
Figure 1 and Figure 2, since there was not any other green
object in the scene. The HSV interval threshold used for
this object is: Hue: [51, 91], Saturation: [103, 183], Value:
[100, 180]. The size of the morphology mask used in the
dilation and erosion step is 7 × 7, using a cross shaped
structuring element.

We performed the removal of objects and imperfections
on five different pictures. Over a linoleum floor, an asphalted
ground, a blue and a white table and a flat floor. From these,
only the white table presented flaw cases, which was a harder
scenario, containing many objects.

The first case, on Figure 3, the mug was selected to be
removed. The inpaiting was acceptable, tricking an unaware
observer, but some imperfections on the joints of the wooden
floor are visible. The edges of the selected region are clearly
non-smooth. This is due to false-positives in the selection step,
possibly caused by the shirt of the stuffed tiger. The second
example, also on Figure 3, the keyring was selected. The
result is very good, as expected from the PatchMatch over
an irregular texture. Again the edges of the selected region
were non-smooth, this time affected by the leaves.



Fig. 3: Selection and removal of the mug and the keys.

On Figure 4, imperfections on the table and the floor
were hidden, using our method. Since there were not any
other object whose color is similar to our marker, the selected
regions were smoother than on Figure 3. The inpainting here
was also very good.

Figure 5 shows two flaw cases. The first, the pen in the
center was selected, but the PatchMatch filled the region in
with only part of the bottom pen. In the second, the DVD case
was selected to be removed, note how imprecise the selection
was, again because of the blue shirt of the stuffed tiger. The
PatchMatch successfully copied the net cable. We consider
this a flaw case, since in our purpose not every object copy is
capable of making the picture realistic.

All the above experiments were made using a Microsoft
LifeCam Cinema. The time spent during the inpainting step
were about 20 ∼ 25 seconds, using an AMD A8-2500M
notebook, with 6GB DDR3 1600MHz. This time constraint
limits the real-time usage of the method. The whole project
was implemented using the C++ language.

IV. CONCLUSION AND FUTURE WORKS

The proposed application is capable of, at the moment one
takes a picture, removing an area selected with the use of a
marker, and filling this region in a realistic way, through the
use of an inpainting algorithm. Results show that the inpainted
regions are good, but the method still have difficulties in filling

in some regions, specially if the area of the selected region is
big, with respect to the dimensions of the picture. Another
issue noted is the time to compute the inpainting. Although
feasible, it benefits from faster inpainting methods that pro-
duces good results, like some state of the art algorithms.

The main flaw of the proposed application is the need of
a colorful marker. Although computationally cheap to track,
it may become an issue, due to the need of a unique color
restriction. Another issue is the need to hold still the camera, in
order to produce smoother selection regions. Results show the
effect of having an object of similar color: the selection point
becomes too unstable, and the edges of the selected region are
not smooth. A finger detection technique would be much more
suitable to the proposed application, at the cost of an extra
processing time. Some gestures could also be used to control
the beginning and the end of the selected region, introducing
some natural interface concepts.

The natural extension of this application would be an
implementation to mobile devices, since nowadays portable
gadgets with a digital camera are a reality. The only restriction
would be the computational cost of the inpainting algorithm,
but since mobile devices are becoming faster, it soon will not
be a problem anymore.



Fig. 4: Removal of imperfections on a table and the floor.
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Fig. 5: Selection and removal of the pen and the DVD case. Both are flaw cases of our method.


